NIAMS Production Connection Timeout Troubleshooting Plan/Notes
Background

For an unknown reason, the connection from the JBoss container that hosts the web application times out to the MySQL database.  Instead of the pool making a new connection, the container becomes unresponsive.

This problem goes back a number of months.  Originally, I recall it happening only once in a while.  Recently it is happening multiple times a day.   The connection timeout error message holds nothing of value for debugging.  The systems team has not been able to furnish any information that can help us diagnose the issue.  We don’t really have any idea what could be wrong….
Short Term Action Plan

The systems/operations team needs permission to selectively take down components in the system to see if the problem lessens or disappears altogether.  Details for what to take down are below.
Hypotheses + Actions in Order of Impact
1. One possible theory is that long running “data service” queries issued through the grid service from the caGrid Portal somehow overpower MySQL , and this indirectly and mysteriously causes connection timeouts from the webapp JBoss connection pool.

a. First thing to do is turn off the registration of the NIAMS grid service to stop any of these queries coming from the Portal.  Then observe.
b. Second thing to do is shut off the grid service completely.  Then observe.
2. One possible theory is that the load of submitting images is overpowering MySQL, and indirectly causing the connection timeouts from the webapp JBoss connection pool.

a. Throttle submissions or shutdown CTP server.  Then observe.
3. The NIAMS deployment has one database server box, plus one box that contains Apache, 2 JBoss and CTP.  The CBIIT production deployment has one database server box, plus a separate box for every other component.  No proof that this makes a difference, but migrating NIAMS to this more scalable configuration might help.

4. We don’t have direct proof that MySQL is buckling under the load.  However, one would think that if load is the problem, then migrating to Oracle might solve this issue.
Other Random Possibilities (Mostly Ruled Out)

1. Cuong floated the idea that backups might interfere somehow, but he has no proof and the fact that backups run only in the middle of the night pretty much rules this out.

2. If there is a problem with the network between the appserver box and the database server box, a connection timeout could occur.  However, I believe we’d see CTP and the grid server fail as well in this situation.

Other Random Observations

1. NIAMS is still running 4.4.  Didn’t see these problems before upgrading to 4.4, but again the load has increased in that same time frame.

2. NIAMS is bigger than production NBIA, but production NBIA is still pretty big, and never seen an issue like this.
