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The Contingency/Disaster Recovery Plan is a living document and will be changed as required to reflect system or operational changes.  Changes made to the plan will be indicated in the table below.


 Original Draft Creation=0.1/First Final Iteration=1.0/First Final Revision=1.1, etc.
[image: ]Tip: This template is intended for use only by systems that are considered “child” or “minor” applications that reside within a larger parent or general support system (GSS), and which inherit a significant portion of their security and operating controls from the parent/GSS application.  It is not intended for use by standalone applications that are responsible for their own security, operating environment, and operational controls.  For standalone systems, refer to the standard NCI Information System Contingency Plan Template, which can be obtained by contacting the NCI Information System Security Officer (ISSO).

[image: ]Tip: If there are any sections that apply to your application, mark those sections as “not applicable to <<APPLICATION NAME>>.”
 
[image: ]Tip: All tips and example text are highlighted in red. 
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[bookmark: _Toc244328443][bookmark: _Toc296587930]Introduction and Background
This National Cancer Institute (NCI) <<APPLICATION NAME>> Contingency/Disaster Recovery Plan (C/DRP) is based on the National Institutes of Standards and Technology (NIST) 800-34 Rev.1, Contingency Planning Guide for Federal Information Systems guidance document, and ensures that critical elements and information related to the recovery of the child application are documented in a useful and effective manner that supports overall parent/General Support System (GSS) recovery operations.  
The intent of this C/DRP is to ensure that <<APPLICATION NAME>> can be recovered in the event of a failure of one or more of its components.  This C/DRP is a living document that will evolve based on new information, programmatic or organization changes. 
The following objectives have been established for this plan:
Maximize the effectiveness of application recovery operations through an established plan that consists of the following phases:
· Activation and Notification phase to detect and assess damage and to activate the plan
· Recovery phase to restore temporary IT operations and recover damage done to the original system
· Reconstitution phase to restore IT system processing capabilities to normal operations
Identify the activities, resources, and procedures needed to carry out <<APPLICATION NAME>> processing requirements during prolonged interruptions to normal operations. 
Assign responsibilities to designated [ORGANIZATION NAME] personnel and provide guidance for recovering <<APPLICATION NAME>> during prolonged periods of interruption to normal operations. 
Ensure coordination with other NCI staff who will participate in the contingency planning strategies and execution. Ensure coordination with external points of contact and vendors who will participate in the contingency planning strategies. 
NCI’s Center for BioInformatics Applications users <<Application Name>> are directed to log a “help ticket” via the [Select the NIH IT Service Desk or the Center for Biomedical Informatics and Information Technology (CBIIT) Application Support].  The CBIIT Application Support is separate from the NIH Service Desk with a distinct phone number, email, and web address.  When an issue arises from the CBIIT Application Support, they alert the NCI Help Desk if a desktop issue is involved and requires a technician to visit the end user.  When an issue is brought to the attention of the NCI Help Desk that requires CBIIT Application Support, they route the call to the CBIIT Application Support.   
CBIIT Application Support Contact Information is: 
Email: ncicb@pop.nci.nih.gov
Local: 301-451.4384
Toll-Free: 888-478-4423
Web Address: http://ncicb.nci.nih.gov/support 
[bookmark: _Toc296587931]Scope
This plan provides information only relevant to <<Application Name>> operations, and its functions.  It does not address issues related to systems, services, hardware, etc. that are not maintained by the NIH, NCI, or to parent systems such as Major Applications (MAs) or GSSs.  This plan is intended to be used to recover the <<Application Name>> once the parent application environment (e.g., the NCI LAN GSS) services has been restored.  
[bookmark: _Toc295907737][bookmark: _Toc232503670][bookmark: _Toc296587932]Planning Principles
This C/DRP does not identify contingencies for every possible scenario.  Rather, it focuses on two scenario types: 1) Minor system failure and 2) Major system failure.  Full C/DRP implementation may not be required for all disruptions.  In some cases, partial implementation may be appropriate.  The C/DRP is based on the following two alternatives for any given disruption:  The C/DRP will not be activated for a ‘Minor System Failure’; however consideration for a full implementation should be given for most ‘Major System Failures.’  The definitions for a Minor System Failure and a Major System Failure are as follows:
· Minor System Failure - A localized threat that causes the target system or environment (e.g., NCI LAN or major components therein) to be inoperable for less than the defined Maximum Tolerable Downtime (MTD) threshold.  Parts of the system are still operational and the facility that houses the failed component or application has not been physically damaged to an extent that requires evacuation or relocation
· Major System Failure - A threat that causes the target system or environment to be inoperable for more than the MTD, or one that affects the facility or hardware, and requires temporary restoration of services, possibly at an alternate location and/or on alternate resources.  Parts of the system may still be operational but the facility that houses the failed component(s) may have been physically damaged to an extent that requires personnel evacuation and relocation.  
[bookmark: _Toc296587933]Assumptions
Based on the purpose and scope, this plan includes the following assumptions:
· The <<APPLICATION NAME>> is operated as a child application within the NCI LAN GSS and relies on the LAN GSS for its infrastructure and operations.  This plan is not intended for use with standalone applications or for those which are hosted by third parties outside of the NCI LAN GSS. 
· Key <<APPLICATION NAME>> personnel have been identified and trained in their emergency response and recovery roles, and are available to activate the C/DRP.
· Access to backup data, configuration files, hardware and software is accessible by key C/DRP personnel, or will be managed by the NCI CBIIT IT infrastructure team.
· Required <<APPLICATION NAME>>-related service agreements (SAs) are maintained with system hardware and software vendors to support emergency system recovery.
· The C/DRP is up-to-date and accessible to key <<APPLICATION NAME>> personnel responsible for executing the plan.
· The procedures within the plan have been tested to ensure that the strategies are viable.
· Preventive controls (e.g., generators, environmental controls, waterproof tarps, sprinkler systems, fire extinguishers, and fire department assistance) are fully operational at the time of the contingency event or risk has been assessed, accepted, and/or compensating controls in place and documented. 
· Computer center equipment, including components supporting the system, are connected to an uninterruptible power supply (UPS) that provides a rated estimate of at least 30 minutes of electricity during a power failure.
· Current backups of the application software and data are intact and readily available (responsibility of either the <<APPLICATION NAME>> team or of the CBIIT IT Infrastructure team).
· The CBIIT IT Infrastructure team has restored the system and reinstalled the application to be verified by Application Owners. 
· The equipment, connections, and capabilities required to operate critical systems or services within the LAN GSS are available at an alternate location if one has been established.
[bookmark: _Toc296587934]System Description
[bookmark: _Toc296587935]General Description/Purpose and Architecture
The <<APPLICATION NAME>> is an automated system that is operated as a child application as defined by NIH under the NCI LAN GSS, and was developed to <<enter general description/purpose system here>>. 
[bookmark: _Toc296587936]End-Users
[image: MPj04389810000[1]]Tip:  Include a basic description the system’s end user population, basic roles, and which of them are internal, external, or both. 
The following individuals are users of the <<APPLICATION NAME>>.
[bookmark: _Toc296587937]Hardware and Software
[image: MPj04389810000[1]]Tip:  Although operated by the NCI LAN, it is beneficial to note if possible the infrastructure used to support you application, even if only at a logical (software) level (i.e., increased use of virtual machines makes it more difficult to keep track of actual physical resources used at any given time). 
The following components of hardware (e.g., Web Server, DB Server Purpose) and software (e.g., Oracle, Adobe) comprise the <<APPLICATION NAME>>. 

	COMPONENT
(E.G., WEB SERVER, DB SERVER)
	PURPOSE

	
	

	
	

	
	



[bookmark: _Toc296587938]System Interconnection/Information Sharing
[image: MPj04389810000[1]]Tip:  List the internal and external systems that <<APPLICATION NAME>> interconnects with, and the details including the owning organization, the nature of the interconnection, formal data sharing agreements, etc. 

	APPLICATION OR SYSTEM NAME
	ORGANIZATION
	AGREEMENT TYPE (E.G., MOU, MOA)
	AGREEMENT DATE
	INTERCONNECTION DESCRIPTION

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


[bookmark: _Toc281952693][bookmark: _Toc281995010][bookmark: _Toc281952697][bookmark: _Toc281995014][bookmark: _Toc281952699][bookmark: _Toc281995016][bookmark: _Toc281995308][bookmark: _Toc281995353][bookmark: _Toc281995398][bookmark: _Toc282024095][bookmark: _Toc282035148][bookmark: _Toc281995309][bookmark: _Toc281995354][bookmark: _Toc281995399][bookmark: _Toc282024096][bookmark: _Toc282035149][bookmark: _Toc281995310][bookmark: _Toc281995355][bookmark: _Toc281995400][bookmark: _Toc282024097][bookmark: _Toc282035150][bookmark: _Toc281995311][bookmark: _Toc281995356][bookmark: _Toc281995401][bookmark: _Toc282024098][bookmark: _Toc282035151][bookmark: _Toc281995312][bookmark: _Toc281995357][bookmark: _Toc281995402][bookmark: _Toc282024099][bookmark: _Toc282035152][bookmark: _Toc281995313][bookmark: _Toc281995358][bookmark: _Toc281995403][bookmark: _Toc282024100][bookmark: _Toc282035153][bookmark: _Toc281995314][bookmark: _Toc281995359][bookmark: _Toc281995404][bookmark: _Toc282024101][bookmark: _Toc282035154][bookmark: _Toc281995315][bookmark: _Toc281995360][bookmark: _Toc281995405][bookmark: _Toc282024102][bookmark: _Toc282035155][bookmark: _Toc281995316][bookmark: _Toc281995361][bookmark: _Toc281995406][bookmark: _Toc282024103][bookmark: _Toc282035156][bookmark: _Toc281995317][bookmark: _Toc281995362][bookmark: _Toc281995407][bookmark: _Toc282024104][bookmark: _Toc282035157][bookmark: _Toc281995318][bookmark: _Toc281995363][bookmark: _Toc281995408][bookmark: _Toc282024105][bookmark: _Toc282035158][bookmark: _Toc281995319][bookmark: _Toc281995364][bookmark: _Toc281995409][bookmark: _Toc282024106][bookmark: _Toc282035159][bookmark: _Toc296587939]Stakeholder Communication
In the event that end users, especially those outside of the NIH Network, need to be notified of the disruption, the following guidelines shall be used to notify end users of the disruption, impact, and expected recovery time if known.  Users shall also be updated accordingly throughout the recovery process.   
[image: MPj04389810000[1]]Tip:  Include appropriate and tested notification procedures that address how you intend to notify your system’s users and stakeholders (e.g., phone calls, emails, online status alerts, texting services, social networking tools).  The key point is that you should list all in-place methods that are available to notify your end users and stakeholders. Refer to any pre-scripted templates, if applicable.
[Examples:] 
· Email Notification: System Administrator will send a broadcast email message to [application name] distribution list notifying them of the disruption, impact, and projected recovery time if known. If email scripts and samples, as well as guidance for using them, are kept in [please make note of where they are stored so that they can be accessed following a disruption].
· Web Notification: System Administrator will post a status update to a non-affected website and ensure that web traffic intended for the normal application’s home page will be redirected to the temporary status page.  The status page should include pertinent information informing users of the disruption, impact, and projected duration.  Once recovery is complete, the web administrator will ensure traffic is routed back to the normal home page.  [Include basic details of how the process works if used.]
· Telephone Notification: If the quantity of users is fairly small, a call tree may be used to notify users individually.
· Text Notification: Examples include free services like Twitter, or paid services like Campus Wire, Txtwire, and others, which can be set up to notify subscribers manually or automatically, depending on the service.
[bookmark: _Toc282035189][bookmark: _Toc296587940]Recovery and Reconstitution Activities
[image: MPj04389810000[1]]Tip:  Include the recovery procedures (e.g., procedures, screen shots, applicable hyperlinks required to verify application has been restored on alternate system) at a high level in this section, and then provide more detailed SOPs for executing these steps in the appendices of this plan if necessary.  The goal of the Recovery section is to identify the critical steps and activities necessary to restore the application, assuming that it may have been totally or partially disabled. This may require recovery of limited components or that you have to conduct a full “bare metal” recovery on new or repaired equipment.  Since it assumed that you are reliant on external infrastructure (e.g., NCI CBIIT LAN), ensure that you address activities that your team will need to conduct once basic infrastructure and services have been restored. This may mean partial or full re-installation, reconfiguration of software or data, or both.  Additional assumptions about what is done before you can restore your application and data should be added to the Assumptions section earlier in this plan.
It will be the duty of the <<APPLICATION NAME>> recovery team personnel to follow the appropriate procedures outlined below in the event of a system disruption to recover from the disruption. It is important to consider that these problems may not be mutually exclusive, and that more than one, or some subset of two or more recovery procedures, may need to be instituted depending on the situation. 
· <<APPLICATION NAME>> web servers are not responding. List high level steps to confirm and restore the web server functionality
· <<APPLICATION NAME>> database servers are not responding.  List high level steps to confirm and restore the database server functionality and/or data contained on it that supports your application.
· <<APPLICATION NAME>> application servers are not responding List high level steps to confirm and restore the application server(s) functionality and/or data contained on it/them that supports your application.
[bookmark: _Toc296587941]Interim Processing
[image: MPj04389810000[1]]Tip: Include any processing that the application owner or administrators can do while the system or application is being restored (e.g., paper processing, work on off-line database).  Include any applicable screen shots.
If secondary procedures do exist, describe them here in a step-by-step bulleted format.  At a minimum, describe: 1) what the procedures entail, 2) who does what, 3) contact information or references to where any hard-copy documents may be obtained and where they should go (who they are filed with and how, if applicable).  
If procedures are not available, include the statement that “Secondary processing is not available for this system” and delete references to secondary processing procedures throughout the ISCP (do a global search and delete).   
Interim processing procedures are those procedures that can be implemented (either manually or electronically) in lieu of the system to maintain business operations during the outage.  
[bookmark: _Toc296587942]Remote Connectivity
[image: MPj04389810000[1]]Tip: Include any steps that can be done to connect to the application remotely to restore and validate content (e.g., connection via RemoteApps, NIH VPN, etc.).
[bookmark: _Toc296587943]System/Application Diagrams
[image: MPj04389810000[1]]Tip: Include any system/application diagrams related to the application.  Below is a sample of a system diagram from the LAN GSS Contingency Plan.

<<Insert System Diagram>>

[bookmark: _Toc296587944]Application Testing
[image: MPj04389810000[1]]Tip: NCI CBIIT and the NCI ISSO’s office are available to assist your team in developing appropriate test plans and in conducting the required periodic training and testing.  All C/DRPs must be tested at least annually, more often and with more rigor for some Moderate and High impact systems.   
The <<APPLICATION NAME>> C/DRP should be maintained routinely and exercised/tested at least annually or when there is a major change to the system. Contingency procedures must be tested periodically to ensure the effectiveness of the plan. The scope, objective, and measurement criteria of each exercise will be determined and coordinated by the <<APPLICATION NAME>> Project Manager on a “per event” basis. The purpose of exercising and testing the plan is to continually refine recovery and reconstitution procedures to reduce the potential for failure and to improve the response to any failures.
The <<APPLICATION NAME>> Project Manager, <<APPLICATION NAME>> Team Leads, together with the management and system owners, will determine end-user participation.
[bookmark: _Toc296587945]Testing and Exercising
[image: MPj04389810000[1]]Tip: All Contingency Plans must be tested at least annually, more often and with more rigor for some Moderate and High impact systems.   
During the testing of the plan, no production services will be interrupted unless explicitly approved by the system owner and coordinated with the NCI LAN. Instead, the tests may comprise preparing alternate installations and testing the communications information and methods outlined in this plan.
In addition to the parent/GSS application’s C/DRP, which is also tested at least annually, The <<APPLICATION NAME>> C/DRP should be maintained and exercised/tested at least annually. Contingency procedures must be tested periodically to ensure the effectiveness of the plan and provide for continually refining recovery and reconstitution procedures to reduce the potential for failure and to improve the response to any failures.  The basic idea is that the parent/GSS application will be responsible for testing their broader plan while child application owners will test their internal plans which will allow them to respond to disruptions and communicate with their stakeholder and user communities as needed.
The <<INSERT NAME>> is responsible for ensuring that the C/DRP is tested at least annually.
After conducting a C/DRP test, lessons learned will be collected and appropriate plans, checklists, documentation will be updated accordingly. 
[bookmark: _Toc296587946]Checklists 
[image: MPj04389810000[1]]Tip: Include any checklists or rebuilding steps for the application.  Below are sample checklists from the LAN GSS Contingency Plan.  The “Assignment” column denotes which individual (or group) is responsible for carrying out that task.   


[bookmark: _Toc296587947]Rebuild Checklist
	TASKS:
	ASSIGNED TO:
	COMPLETED:

	The designated Contingency Plan Coordinator (CPC) contacts the recovery teams 
(e.g., Infrastructure, LAN, network) and instructs them to perform an outage assessment and system rebuild.  
	LAN Function
	

	Application owners will receive system and application status from LAN CP Coordinator (CPC).
	LAN Function
	

	The CPC Coordinator notifies the appropriate recovery teams to begin recovery operations of the application software. 
	LAN Function
	

	The Application Support Recovery Team conducts all necessary activities to restore the application software and data.
	LAN Function
	

	The recovery team lead keeps the ISCP Coordinator updated periodically on recovery operations as they are received from the Application Software Recovery Team. 
	LAN Function
	

	The recovery team lead contacts the ISCP Coordinator upon the recovery of the application software, and contingency operations move into the resumption phase if the application is operating under normal conditions. 
	LAN Function
	

	Application system administrators determine and assign recovery priorities and responsibilities.
	LAN Function
	

	Application system administrators should ensure that all recovery team members have the required resources to provide system support to the users.
	Application Owners and LAN Function
	

	Application system administrators communicate application status to application end-users on regular basis.
	Application Owners
	

	Application system owners will recover files from backup sources (e.g., tape, CD-ROM). 
	Application Owners  or LAN Function
	

	Application Owners are notified and asked to validate the functionality and operation of their business or scientific application(s) and data.
	Application Owners and LAN Function
	

	Application owners ensure that users are able to logon and perform normal application processing. 
	Application Owners and LAN Function
	

	Recovery team personnel test all recovered components and application software.
	LAN Function
	

	The recovery team leads and application owners (e.g., business and scientific) notify the CPC of any issue with application functionality or data integrity.
	Application Owners
	

	Recovery teams return all materials, plans, and equipment used during recovery and testing back to storage.
	LAN Function
	

	All sensitive material is destroyed or properly returned to safe storage.
	LAN Function
	

	Recovery team personnel assisting other offices conclude their activities and report back to their primary sites.
	LAN Function
	

	The CPC notifies the stakeholders regarding the resumption of normal business operations.
	LAN Function
	

	Application Owners notify end user communities regarding resumption of normal business operations.
	Application Owners and LAN Function
	

	The CPC conducts a post mortem review and develops an after-action report and files it with the ISSO.
	Application Owners and LAN Function
	

	The CPC directs recovery teams and application owners to update plans, procedures, and diagrams, if needed. 
	Application Owners and LAN Function
	


[bookmark: _Toc296587948]Business Impact Analysis
[image: MPj04389810000[1]]Tip:  The Business Impact Analysis (BIA) should examine the impact of the system’s unavailability for short and long periods.  Include any documentation from your BIA.
The Business Impact Analysis (BIA) determines the maximum tolerable downtime that can be sustained before activating the contingency/disaster recovery plan, and critical interdependencies between this system and others.  Interconnected systems’ impact and availability requirements should be factored into the overall analysis for this system to ensure proper recovery plans are made.
 
	Business/Mission Impact Analysis
[SYSTEM NAME]

	Organization
	
NCI/Division or Office
	Date BIA Completed
	[DATE]
	Confidentiality
	Integrity
	Availability
	Overall System Criticality
(based on FIPS-199 assessment)

	
	
	BIA POC
	[NAME]
	Low, Moderate, or High?
	Low, Moderate, or High?
	Low, Moderate, or High?
	Low, Moderate, or High?

	Recovery Tier (based on maximum tolerable downtime (MTD) for the system)
	Select only one:
[bookmark: Check6]|_|	Tier 1: 0-1 hour 
[bookmark: Check7]|_|	Tier 2: up to 4 hours or ½ work day 
[bookmark: Check8]|_|	Tier 3: 1-2 business days 
[bookmark: Check9]|_|	Tier 4: up to 7 days/ 1 week 
[bookmark: Check10]|_|	Tier 5: up to 30 days 
	Impact Areas
	Select all that apply:
[bookmark: Check11]|_|	Human Life/Safety
[bookmark: Check12]|_|	Federal Funding
[bookmark: Check13]|_|	Operating Efficiency
[bookmark: Check14]|_|	Legal/Compliance Activities
[bookmark: Check15]|_|	Reputation
	List all information systems (internal and external) that depend upon this system and the basic purpose of the interconnection.
	

	How would you rate the mission-related value of this system
	Select only one:
[bookmark: Check1]|_|	Mission Critical/Essential
[bookmark: Check2]|_|	Mission Important
[bookmark: Check4]|_|	Mission Supportive
[bookmark: Check5]|_|	Not Mission Related
	
	
	List all information systems that this system relies upon and the basic purpose of the interconnection.
	

	Brief System Description (include architectural diagram and process flow diagrams separately if available):

	Other than data backups (e.g., via tape) does this system currently have any redundancy built-into it, or configured such as real-time data replication (i.e., data mirroring), hot/warm/or cold-standby systems, site mirroring with load-balancing/traffic re-direction capabilities, etc?  Do you have a contingency site that can support the system if the original site is deemed unusable?  Please describe the nature of the redundancy for this system:

	List other in-place preventive controls for the system that may deter, detect, and/or reduce the impacts to the system should there be a disruption or threat to the system (examples include uninterruptible (short term) or auxiliary (long term) power backup, fire detection and suppression systems, water sensors and alarms, heat resistant and waterproof backup media containers, off-site backup storage services, spare equipment, server virtualization, etc.):



[Insert Document Title]
[Insert version #]
[Insert MM/DD/YYYY] 



	Recovery Priority
	Critical Resource / Function
	Critical Role and Department
	Maximum Tolerable Downtime
	Business Impact

	
	
	
	
	Based on the outage impacts and allowable outage times provided. Use quantitative or qualitative scale (e.g., high/moderate/low).

	List the priority associated with recovering a specific resource associated with this system, based on the outage impacts and allowable outage times.
	Identify the specific hardware, software, and other resources (include system dependencies and interdependencies) that comprise the system; include quantity and type.
	Identify the individuals, positions, offices, agencies or organizations that depend on or support the system; also specify their relationship to the system.
	Identify the maximum acceptable period that the resource could be unavailable before unacceptable impacts resulted.
	Impact

L/M/H
	Comments:
Describe the business impact on mission if the critical resource is unavailable.

	
	
	
	
	
	

	Example: Web Server
	Compaq DL380 Server with Windows 2003 Server, MS IIS server version 5.  This server depends on the availability of the Oracle enterprise database environment to display and allow updates to grants data.
	[Division/Office] Office of the Director;
NIH Office of Extramural Research;
(Etc.)

	1 business day
	Low
	Users will be unable to view report data or to upload new data to the system when it is offline.  Because the system is used as a resource for making grants related decisions, the impact of this resource being unavailable for extended periods of beyond 24 hours is the inability to execute new grants.

	1. 
	
	
	
	
	

	2. 
	
	
	
	
	

	3. 
	
	
	
	
	




[bookmark: _Toc296587949]Contact Roster
[image: MPj04389810000[1]]Tip:  Provide some afterhours contact information for internal application points-of-contact including; System Administrators, Information Owner, Development Lead, DBA, Program Manager, Project Manager, contractors.
The following key personnel contact names, roles, and information are required to support the recovery, restoration, and acceptance testing functions for <<APPLICATION NAME>>.
	NAME
	C/DRP ROLE
	OFFICE
	CELLULAR
	EMAIL
(@MAIL.NIH.GOV)
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