Recommendation: Host Patching Process Modification
10/5/2014


Bottom Line:  
It is recommended that distributing regular vulnerability and functional patches in increasing numbers of systems between the time of release, and the final application to production systems, will decrease the risk of application of impactful modifications to systems which are delivered to external customers.
Issue:  
NCI’s current approach to patch management of its production and non-production systems is inefficient and increases the chance of a catastrophic failure during the regular monthly and emergency patch cycle. Insufficient validation and test of a representative sample of systems can lead to unexpected outcomes during this cycle.
Currently, vulnerability patches are deployed to approximately 63 (“early-bird” systems) out of 1764 server hosts prior to full deployment to all systems. These 30 hosts are owner identified and non-representational of the larger production environment. The remaining majority of the systems are patched during monthly maintenance cycles, where all tiers are patched simultaneously.

	PROD Count
	788

	STAGE Count
	273

	QA Count
	204

	DEV Count
	383

	HPC Count
	6

	Other Count
	110

	Grand Count
	1764



Scope and Deliverables: 
It is proposed that a modified approach be implemented, where, after initial patch review and assessment, self-selected “early bird” systems receive this patch within 24 hours of release (current process), we would move into a monitoring phase for 48 hours, where these systems would be monitored, and if there are no adverse system behaviors, the same patches would be released to all non-production systems. Again, without any adverse system behaviors, the server and security team would move to patch production systems during the normal maintenance window. If at any point there are unexpected system behaviors due to the patch, the deployment to the next group would be halted pending further investigation.
· The scope of the proposed changes includes all host systems being maintained by CBIIT server, web support, and security teams.
· Future modifications to the schedule would include spacing future production maintenance patching +2 weeks from vendor patch release. 
· Systems where users maintain and patch their own systems would receive status updates and be expected to apply patches to their systems by the maintenance weekend (current process).
· Deliverables would include:
· Review for applicability of patches released by various vendors providing products to the NCI community.
· Listing of target systems to receive identified patches (those systems which vulnerabilities will be removed or reduced with the application of patches)
· Standard communications at various times throughout the patch process.
· Application of patches to various systems.
· Applicable back-out plans during the patch management process.
· Progress and validation of patch effectiveness (coordinated between the server and security teams).

Resources and Assignments: 
· Customer Relationship teams will be engaged to ensure that appropriate communications are developed and issued related to system vulnerability and function patch to describe the overall program and process, as well as routinely communicate status of individual efforts.
· Service Catalog and Service Level Agreements will be developed and proposed to NCI leadership to provide success/failure metrics based on the described process.  
· Primary responsibility for this effort is shared between the NCI Security team and the NCI Infrastructure Server team. Collaboratively, these teams would formalize the workflow, schedule, and develop standard templates for monitoring and communication. 
· The Server team will:
· Review product notices for systems under their direct supervision for newly available functional enhancement and vulnerability patches. 
· Deploy patches to specific systems identified by the Security Team.
· The Security Team will:
· Monitor the availability of vulnerability patches available for hosts within the infrastructure. 
· Communicate the availability of corrective patches to Server (and other groups) as these patches are identified.
· Monitor the effectiveness of patching through 3rd party tools (Tenable Nessus) to ensure vulnerabilities are remediated.
· Communication would be coordinated to ensure that patching is conducted as transparently as possible with customer communities as the process is executed.

Schedule:
Task	Status	Duration	Milestone
1. Prepare for 10/2014 	Planned	2 weeks	Detailed Plan for October 2014
2. Prototype (10/2014)	Planned	1 week	Monthly Maintenance Success
3. Lessons Learned	Planned	2 days	Post 10/2014 release
4. Finalize Workflow 	Planned	1 week	Delivery of workflow for 11/2014
5. Finalize Communications	Planned	1 week	Delivery of communication templates 
			and audience lists
6. Production (11/2014)	Planned	2 weeks	Monthly Maintenance Success
7. Develop ITIL artifacts	Planned	1 month	Delivery of Service Catalog and 
			SLA’s
8. Operationalize process	Planned	Ongoing	Communicate operational metrics/
			measures, communicate plans, 
			and status to stakeholders. 

Next Steps:
· Brief and gather additional feedback from Change Management team
· Perform outreach to CBIIT teams in support of this effort (CRM, Infrastructure, Security, PM, etc.)
· Prototype functions described during the October 2014 patch release cycle
· Prepare for full production operational changes in November 2014
· [bookmark: _GoBack]Tune process and communicate with larger technology community. 



	Security Domain (ISC2)
	Related NIH Policy
	Related NCI Policy
	Related NCI/SRA Service
(future link to service catalog)

	Access Control
	· Concepts/methodologies/techniques
· Effectiveness
· Attacks
	· Access Security 
	· NCI Network Access Control (NAC) Policy 
	· Access Control

	Telecommunications and Network Security
	· Network architecture and design
· Communication channels
· Network components
· Network attacks
	· Email and Internet Security
· Network Security
	· Skype Guidance 

	· Baseline Configuration and Patch Management

	Information Security Governance and Risk Management
	· Security governance and policy
· Information classification/ownership
· Contractual agreements and procurement processes
· Risk management concepts
· Personnel security
· Security education, training and awareness
· Certification and accreditation
	· Awareness and Training
· Acquisition/Contracting Information
· Personally Identifiable Information (PII)
· Personnel Security
· Security Planning, Risk Management, and Application/System Security
	· NCI Enterprise Information Security Policy (EISP) 
· NCI IT Acquisition Policy 
· CBIIT Security Handbook
· NCI Business Partner Security Handbook 
	· NCI Security Assessment and Authorization (SA&A)

	Software Development Security
	· Systems development life cycle (SDLC)
· Application environment and security controls
· Effectiveness of application security
	· Configuration Management
	· caBIG Security Policy (Thin Book)
· caBIG Handbook (Thick Book)
	· NCI Software Assurance (SwA)

	Cryptography
	· Encryption concepts
· Digital signatures
· Cryptanalytic attacks
· Public Key Infrastructure (PKI)
· Information hiding alternatives
	· NIH/HHS Encryption Policies, Guidance, and Tools
	· NIH Portable Device Encryption Policy 
	· n/a

	Security Architecture and Design
	· Fundamental concepts of security models
· Capabilities of information systems (e.g. memory protection, virtualization)
· Countermeasure principles
· Vulnerabilities and threats (e.g. cloud computing, aggregation, data flow control)
	· Cloud Computing
· Desktop Security
	· n/a
	· NCI Integrated Security Protection Architecture

	Operations Security
	· Resource protection
· Incident response
· Attack prevention and response
· Patch and vulnerability management
	· Incident Response and Prevention (IRT page)
	· n/a
	· NCI Threat and Vulnerability – ID and Remediation
· NCI Event Detection and Notification
· NCI Security Administration
· NCI Baseline Configuration and Patch Management
· NCI Incident Response

	Business Continuity and Disaster Recovery Planning
	· Business impact analysis
· Recovery strategy
· Disaster recovery process
· Provide training
	· n/a
	· NCI CBIIT LAN General Support System (GSS) IT Contingency Plan 

	· n/a

	Legal, Regulations, Investigations and Compliance
	· Legal issues
· Investigations
· Forensic procedures
· Compliance requirements/procedures
	· Other Federal Security Regulations, Standards, and Guidance (non-NIH)
	· n/a
	· n/a

	Physical (Environmental) Security
	· Site/facility design considerations
· Perimeter security
· Internal security
· Facilities security
	· n/a
	· n/a
	· n/a



